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ABSTRACT

In recent years, DeepFake is becoming a common threat to our
society, due to the remarkable progress of generative adversarial
networks (GAN) in image synthesis. Unfortunately, existing studies
that propose various approaches, in fighting against DeepFake and
determining if the facial image is real or fake, is still at an early
stage. Obviously, the current DeepFake detection method struggles
to catch the rapid progress of GANS, especially in the adversar-
ial scenarios where attackers can evade the detection intention-
ally, such as adding perturbations to fool the DNN-based detectors.
While passive detection simply tells whether the image is fake or
real, DeepFake provenance, on the other hand, provides clues for
tracking the sources in DeepFake forensics. Thus, the tracked fake
images could be blocked immediately by administrators and avoid
further spread in social networks.

In this paper, we investigate the potentials of image tagging in
serving the DeepFake provenance tracking. Specifically, we devise a
deep learning-based approach, named FakeTagger, with a simple yet
effective encoder and decoder design along with channel coding
to embed message to the facial image, which is to recover the
embedded message after various drastic GAN-based DeepFake
transformation with high confidence. The embedded message could
be employed to represent the identity of facial images, which further
contributed to DeepFake detection and provenance. Experimental
results demonstrate that our proposed approach could recover the
embedded message with an average accuracy of more than 95%
over the four common types of DeepFakes. Our research finding
confirms effective privacy-preserving techniques for protecting
personal photos from being DeepFaked.

CCS CONCEPTS

« Information systems — Multimedia information systems;
« Security and privacy — Human and societal aspects of se-
curity and privacy.
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Figure 1: Comparison between a vulnerable social media platform (top panel)
and a FakeTagger protected social media platform (bottom panel) in handling
malicious bad actors for spreading the misinformation by using DeepFake
technology.
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1 INTRODUCTION

Capturing the exciting moments with camera and sharing them
with friends over social networks (e.g., Facebook, Twitter, Insta-
gram) becomes a common activity in our daily life. However, with
the recent rapid development of GAN and its variants in image
synthesis, our shared personal photos may suffer from being ma-
nipulated by various GANSs to create DeepFakes [26, 36]. Abusing
the DeepFakes can bring potential threats and concerns to everyone,
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for example, releasing a realistic fake statement [12], creating fake
pornography [10], etc. Additionally, many freely available tools
(e.g., FaceApp, ZAO) allow users to easily create DeepFakes on
their own without any additional expertise. More importantly, the
synthesized image/ videos are indistinguishable to our eyes and we
are living in a world where we cannot believe our eyes anymore.
Thus, effective measures should be developed for fighting against
such DeepFakes to protect our personal security and privacy.

In the past two years, researchers are actively proposing various
DeepFake detection techniques to determine if a suspicious still
image or video is real or fake passively. These studies mostly focus
on capturing the minor differences between real and synthesized
images as the detection clues, for instance, examining the visible
artifacts in the synthesized images [33, 61], investigating the invis-
ible artifacts in the frequency domain [2, 13], and observing the
unreplicable biological signals from real videos [9, 41]. Unfortu-
nately, these approaches are not practical with poor performance in
dealing with DeepFake created with unseen synthetic techniques
and spread in the real word where suffers various degradations
(e.g., compression, blurring, resizing ). According to the results of
latest DeepFake detection competition (DFDC) hosted by Facebook,
the best detection result gives less than 70% accuracy in spotting
DeepFakes in the real-world. In general, the existing DeepFake
detection methods suffer the following two key challenges.

e Poor generalization on unseen synthetic techniques. Al-
most all the existing studies focus on evaluating the effectiveness
of their method on a limited number of known GANs or simple
datasets. Since advanced GANs will be developed at an enormous
speed and the visible or invisible artifacts which could be em-
ployed in previous GANs for distinguishing real and fake will
likely be removed or corrupted [8, 30].

o Not robust against image quality degradations. In the real-
world scenario, DeepFakes suffer various degradations, includ-
ing simple image transformation (e.g., resizing, compression,
Gaussian noises) [22, 42] and adversarial noise attack with im-
perceptible perturbations [4, 14], which is the biggest obstacle in
developing robust DeepFake detectors.

To address the aforementioned two inevitable key challenges in
DeepFake detection, recently, researchers approach the DeepFake
defense proactively by adding imperceptible adversarial noises to
disrupt the GAN-based image synthesis [44, 63], instead of merely
improving the generation capabilities in unknown GANs and ro-
bustness against various degradations in detecting DeepFakes pas-
sively. However, in disrupting DeepFakes, the added adversarial
perturbations could be easily figured out by detectors [35, 59] and
the imperceptible adversarial perturbations are fragile which could
be easily destroyed [18, 46]. In this paper, we propose a novel ap-
proach, named FakeTagger, by protecting the safety and privacy of
faces with image tagging to embed messages into the victim images
and recover them after being DeepFaked to determine whether they
are DeepFaked and manipulated by GANs proactively. Specifically,
our proposed approach can be employed for DeepFake forensics
for both detection and provenance purposes to track the source
identity of DeepFakes.

Our FakeTagger is motivated by the provenance and tracking
idea with sensible tags which is widely applied in protecting the

safety of food in production and selling. Similarity, our personal
image spread in the social network also need protection for trac-
ing its illegally manipulation. In designing our FakeTagger, the
following three key challenges should be well addressed. 1) Tack-
ling diverse GANs. In creating DeepFakes, attackers could employ
various GANs (e.g., entire synthesis, partial synthesis) with differ-
ent architectures, while the employed GANs are unknown to us.
Thus, our FakeTagger should recover embedded tags from images
manipulated with unseen GANs. 2) Robust against image trans-
formations. In the real-world scenario, the embedded images will
suffer common image transformation after GAN-based manipu-
lations, thus our FakeTagger should recover the embedded tag in
such case. 3) Stealthiness of embedded tags. The embedded tags
should insensitive to our human eyes.

To address the aforementioned challenges in embedding a mes-
sage into the images, in this paper, our proposed FakeTagger is based
on a simple yet effective encoder and decoder architecture by in-
corporating channel coding that could recover messages effectively
even after drastic GAN-based transformation. The introduced chan-
nel coding is designed for injecting redundant messages to improve
its robustness. In FakeTagger, a DeepFake simulator connects the
encoder and decoder to simulate various manipulations with GANs
on the encoded images to enforce that the decoder could recover the
embedded messages effectively after GAN-based transformation. To
comprehensively evaluate the effectiveness of our FakeTagger, our
experiments are conducted on the existing four types of DeepFake,
including identity swap, face reenactment, attribute editing,
and entire synthesis. Experimental results have demonstrated
that FakeTagger achieves an average accuracy of nearly 95% on
the four types of DeepFakes in recovering the embedded messages.
Our main contribution are summarized as follows:

e Hint new research direction in defending DeepFake with
image tagging. To the best of our knowledge, this is the first
work proposing image tagging for DeepFake provenance and
tracking. Our proactive defense techniques well address the gen-
eralization and robustness issues in the traditional artifact-based
DeepFake detection. Our work opens a new research direction in
defending DeepFakes towards tracking the source of DeepFakes
for aiding forensics further.

o Presenting an effective method for image tagging. We de-
vise a simple yet effective method for image tagging by applying
ajointly trained encoder and decoder for message embedding and
recovering. We introduce channel coding to inject redundancy
to improve its resistance on DeepFake transformation.

e Performing a comprehensive evaluation on typical Deep-
Fakes. Experiments are conducted on four types of DeepFakes
spanning identity swap, face reenactment, attribute editing, and
entire synthesis. Experimental results demonstrated the effec-
tiveness in recovering messages from drastic GAN-based trans-
formation in both white-box and black-box settings.

2 RELATED WORK
2.1 DeepFake Creation and Detection

GANSs [17] have achieved remarkable progress in image synthesis
[67] and voice synthesis [38], which are widely employed in creat-
ing realistic DeepFakes. In this paper, we mainly focus on image



synthesis which plays a key role in creating modern DeepFakes. En-
tire synthesis and partial synthesis are two typical manipulations in
facial image synthesis with GANs [54]. In the entire synthesis, the
whole synthesized images are totally generated by GANs and it can
be used for synthesizing a new face that does not exist in the world.
PGGAN [28] and StyleGAN [29] can generate high-resolution facial
images to improve the quality of a given face. Specifically, StyleGAN
has the capability to synthesize a non-existent face by utilizing the
idea of style transfer. In the partial synthesis, the face attributes
like hair, expression, are manipulated by GANs automatically. Star-
GAN [7], STGAN [34], and AttGAN [20] can edit the attributes in a
fine-grained manner, for example, changing the hair color, wearing
eyeglasses, turning the smiling expression into scared, etc. Thus, de-
termining whether a facial image is manipulated by GANs provides
a straightforward idea for detecting DeepFake.

Due to the imperfection design of existing GANs, the manip-
ulated images with GAN inevitably introduces various artifacts.
Existing studies on identifying DeepFakes are mostly leveraging
the artifacts as clues. The artifacts can be classified as observable-
artifacts noticed by human eyes and invisible-artifacts learned by
DNN-based classifiers [24, 41, 55-57, 65].

Lyu et al. proposed to spot DeepFake video by observing the lack
of eye blinking in the synthesized face [33]. The inconsistent head
poses in the synthesized face is another observable-artifacts in Deep-
Fake videos [61]. Some researchers also investigated the invisible-
artifacts which could be used for spotting DeepFakes. Wang et al.
observed that CNN-generated images contain common artifacts
that could be identified by careful pre- and post-processing and
data augmentation [58]. Frank et al. addressed the GAN-generated
image identification with a basic observation that the artifacts re-
vealed in the frequency domain [13]. AutoGAN [65] observed the
upsampling design in GAN will introduce artifacts in the synthe-
sized images, thus they developed a GAN simulator to produce fake
images and train a classifier to detect GAN-generated images. These
proposed methods all claimed the effectiveness on seen GANs, but
their capabilities on unknown GANS are still unclear.

2.2 DeepFake Disruption and Evasion

Instead of detecting DeepFakes passively, some studies are work-
ing on disrupting the DeepFake creation proactively by adding
adversarial noises into the input facial images.

Segalis et al. [47] introduced spatial-temporal distortions to dis-
rupt face-swapping manipulations by injecting minute perturba-
tions to source video frames. Ruiz et al. [44] focus on the white-box
and gray-box settings in DeepFake generation by presenting a
spread-spectrum disruption on conditional image translation net-
works, rather than the simple evaluation on face-swapping manip-
ulations in the aforementioned study [47]. Chin-Yuan et al. [63]
introduced two types of adversarial attack (e.g., nullifying attack
and distorting attack) on image-to-image translation models to
output broken and disfigured images. Instead of employing the
naive adversarial faces, Yang et al. [60] proposed to apply a novel
transformation-aware adversarially perturbed faces to disrupt the
DeepFake creation. They leverage differentiable random image
transformations for generating perturbed faces, leading to synthe-
sized faces with obvious visual artifacts.

These methods are all inspired by the adversarial faces which
could result an erroneous GAN output. However, the perturbed
faces could be easily detected by the existing adversarial attack
detection methods. Furthermore, these studies are all work in white-
box or gray-box settings which need to obtain the knowledge of
synthetic techniques. In contrast with these studies, our method
could work in black-box setting and the embedded messages follow
a stealthy manner.

On a similar note, some recent work aim at evading DeepFake
detection through various image-level and frequency-level manip-
ulations [4, 11, 21, 23, 27]. These work call for effective method for
fighting against DeepFakes in a robust manner.

2.3 Digital Watermarking

In the past decades, digital watermarking plays a key role in digital
multimedia copyright protection [31, 40, 48]. The existing water-
marking are mostly evaluated on various image transformations.

The spatial and frequency domain are two lines in embedding
watermark into the carrier. Spatial domain is more easily to per-
form than the frequency domain, but it can be easily corrupted
or attacked by attackers with pixel perturbations [49]. The spa-
tial domain techniques embed watermark by modifying the pix-
els value, such as the least significant bit (LSB) [1]. In embed-
ding on the frequency domain, the carrier will be first converted
into a specific transformation, then the watermark will be embed-
ded in the transformation coefficients. The common frequency
domains adopted in embedding watermarks include discrete co-
sine transform (DCT), discrete wavelet transform (DWT), discrete
Fourier transform (DFT), and singular value decomposition (SVD)
[25, 32, 62].

With the rapid development of deep learning, end-to-end water-
mark embedding techniques are proposed in recent years. HIDDeN
[66] proposed the first end-to-end framework by jointly training
encoder and decoder network which could robust to noises like
Gaussian blurring, pixel-wise dropout, etc. StegaStamp [50] pre-
sented a steganographic algorithm for embedding arbitrary hyper-
link into the photos, which comprises a deep neural network for
encoding and decoding.

3 PROBLEM STATEMENT

In this paper, our real world system is described in Fig. 1. A user
could upload his/ her personal photos to social networks like Face-
book and share it with friends or anyone. Unfortunately, attackers
can easily pick victim’s photos and manipulate them with vari-
ous GANSs to create DeepFakes they wanted, like releasing a fake
statement in a video. The created DeepFakes will cause panic and
raise security and privacy concerns for victims when it spreads on
social networks. Our proposed FakeTagger embeds message into
the images before uploading to the social networks, after which it
tries to recover the embedded message from a suspicious photo in
social network for DeepFake detection and DeepFake provenance
by determining the sources based on the recovered message. The
key idea here is that our image tagging method should be robust
enough to survive the drastic image transformation and reconstruc-
tion by the DeepFake process. Finally, the confirmed DeepFakes
could be blocked and avoid further spreading.



Here are more details regarding Fig. 1. In the top panel, after a
user (Fig. 1-a1) uploads his/her personal photos to the public domain
social media platform, the personal picture can be picked up by a
malicious actor (Fig. 1-b1). The bad actor can apply off-the-shelf
DeepFake technology to produce a DeepFaked version of the user’s
face image (Fig. 1-c1). In this case, the male face is transformed to
exhibit female’s attribute, which is one example of how DeepFake
can alter any face image without noticeable artifacts. Then, the bad
actor can upload the DeepFaked face image to the same social media
platform again (Fig. 1-d1), impersonating the user, or aiming at other
malicious activities such as spreading misinformation. As can be
seen, the unprotected social media platform is quite vulnerable
in this scenario in terms of identifying the DeepFake images and
preventing the spread of misinformation since no mechanism is
established to distinguish between a legitimate face image and a
DeepFake one.

On the contrary, in the bottom panel where the social media
platform is protected by the proposed FakeTagger mechanism, the
spread of misinformation can be effectively prohibited. When a
user uploads his/her personal photo (Fig. 1-a2) to the social media
platform, the FakeTagger is invoked to check whether this picture
has been tagged by a FakeTagger message before (usually a UID
that matches the user’s identity). If this face image is new, Fake-
Tagger can embed a message in the image, which is sufficiently
robust to survive drastic image transformation such as DeepFake
reconstruction. When a malicious bad actor (Fig. 1-b2) picks out the
victim’s photo and applies the DeepFake technique (Fig. 1-c2), the
FakeTagger message will survive. Then, when the bad actor tries
to upload the DeepFaked face image to the social media platform
again (Fig. 1-d2), the embedded FakeTagger message will trigger
an alarm since the UID of the original picture does not match the
one of the bad actors, indicating a perpetrating event has happened.
In this way, proper measures can be taken to stop the spread of
misinformation such as blocking the uploading of the DeepFake
face image, and/ or raising a red flag for this bad actor. In the bottom
panel, the FakeTagger protected images are represented by a green
tag as well as a blue picture frame. In both panels, the pink arrows
depict the route that a bad actor can take from picking a victim to
the spread of misinformation. The blue arrow route indicates where
FakeTagger message remains active during the whole process.

4 METHODOLOGY
4.1 Insight

Existing techniques against DeepFake aim at observing the artifacts
in the synthesized images with various methods. However, these
studies suffer two issues, 1) they are not general to unknown GANs
[30], 2) they are easily susceptible to adversarial attacks by adding
perturbations intentionally or simple image transformation (e.g.,
compression, Gaussian noises) [4, 42]. Thus, the existing artifact-
based techniques are not prepared in tackling the future emerging
DeepFake threats.

A straightforward idea for defending DeepFakes could be fight-
ing them proactively. Disrupting the DeepFake creation and track-
ing the source of DeepFake by embedding tag in advance might
be promising solutions. However, DeepFake disruption with ad-
versarial faces which is fragile and could be easily discovered by

the existing techniques. Alternatively, we explore whether a ro-
bust image tagging can be served as a safeguard for protecting the
safety of facial images in social networks against DeepFake. The
image tagging allows us to easily conduct DeepFake detection and
provenance with the embedded message. A practical image tagging
should satisfy the following properties:

o Image tagging for DeepFake should be robust against GAN-based
transformation, rather than simple image transformation like
conventional digital watermarking.

o The tagged message should be imperceptible to human eyes and
without introducing obvious image quality decrease. In other
words, the message need follow stealthiness property.

Inspired by the advances of deep learning in achieving signif-
icant progress in various computer vision problem, we employ a
DNN based encoder and decoder and jointly trained for message
embedding and recovering. Due to the introduced drastic transfor-
mation in DeepFake creation, we are motivated by the Shannon’s
capacity theorem that redundancy could improve robustness in
signal communication. In our FakeTagger, we employ channel cod-
ing by injecting redundant message to improve the possibility in
recovering messages after DeepFake manipulation. In the subsec-
tions, we introduce the pipeline of our proposed image tagging for
DeepFake provenance tracking.

4.2 Image Tagging Pipeline

4.2.1 Overview. Fig. 2 gives an overview of our proposed FakeTag-
ger overall architecture. Our method includes five key components,
a message generator Xgepn, 2 DNN-based encoder Fepc, 2 GAN sim-
ulator Gy, a DNN-based message decoder Fg,., and a channel
decoder Xj,.. Specifically, the functionalities of each component
as follows.

e The message generator Xgen generates binary message from
channel coding. The generated message serves as an asset for
identity verification.

e The encoder Fepe embeds a message (usually a UID) into a facial
image and ensures the tagged message invisible to human eyes. In
other words, the encoded image needs to be perceptually similar
to the input image.

e The GAN simulator Gg;p, is adopted for performing various GAN-
based transformation, including identity swap, attribute editing,
face reenactment, and entire synthesis.

e The message decoder Fj,. recovers the embedded message from
the encoded facial images after drastic GAN-based transforma-
tion. The recovered UID is further used for the identity verifica-
tion purpose.

e The channel decoder X, accepts the decoded message from
Fjec to produce the final message X.

4.2.2  Image tagging encoder-decoder training. The DNN-based en-
coder and decoder are jointly trained to embed messages into the
given input facial images. The encoder allows an arbitrary message
to imperceptibly embed into the given arbitrary facial images. The
decoder is trained to retrieve the embedded message even after dras-
tic GAN-based manipulation, like partial attribute editing. Here,
the embedded message indicates n bits UID, but it can be easily
extended to arbitrary binary bits.
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Figure 2: Overview of our proposed FakeTagger. The message generator Xy, first generates a redundant message from the given input message X, then the

encoder Fe,. encodes the input image I and redundant message X’ to produce an encoded image T. The attack would manipulate the encoded image Tto generate

various DeepFaked image. The decoder Fy,. recovers the message from the DeepFaked image and output message X. Finally, the channel decoder X, accepts X

to produce the final message.

Specifically, the encoder F,p. receives a facial image I and a
message X as input, then the message generator Xge, produces a
redundant message X’. The encoder Fep,. outputs a tagged facial
image T with a mapping Fepc (I, X”) — T. The input facial image I
need to perceptually similar to the encoded facial image T, where
I = T. The encoded facial images may manipulated by GAN, where
Gsim (T) > I. The decoder try to recover the embedded message
Fiec(I) > X or Fgeo(T) — X, where X ~ X’. Finally, the channel
decoder X, produces the final message X.

4.2.3  GAN-based manipulation. DeepFake involves four types of
facial images manipulation with various GANs. Specifically, they
are all the existing DeepFake types, namely identity swap, face
reenactment, attribute editing, and entire synthesis. In the real
world scenario, our encoded facial images T will be manipulated
by these four types of GAN-based manipulations. Thus, a GAN
simulator performs the two typical manipulations by connecting
our encoder and decoder to enforce that the decoder could learn
how to recover message after drastic GAN-based manipulations.

4.2.4  Channel coding. In signal transformation, channel coding
is applied for correcting errors [3]. Specifically, channel coding is
designed for addressing the limitation of data transferring in a noisy
channel. Here, we apply channel coding for injecting redundant
message to hope that our embedded message could survive the
drastic GAN-based transformation. In our work, the GAN-based
transformation can be simply deem as a kind of noisy channel.

Figure 3 illustrates our adopted channel coding. Given a binary
message X € {0,1}L of length L. Our message generator Xgen
produces a redundant message X’ where the length is large than
L. In this work, the channel distortions is the errors introduced
by the GAN-based transformation. We apply a binary symmetric
channel (BSC) to formulate the channel distortion. BSC is a standard
channel distortion model that assumes each bits is in the message
independently and randomly flipped with a probability p. In our
experiments, we find that BSC works well for our work. It will be
interesting to explore other distortion models which could perfect
formulate our problem.

I——> Encoder — | — QREH1LLE —>I —>  Decoder —»I

X Xgen X'

oy (-
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Figure 3: Overview of channel coding.

4.2.5 Losses. To enforce minimal error of decoded message, we

introduce the two major losses in the model training. The message

loss L calculates the loss between the decoded message and the

generated message with Xge,,. Here, we use Ly loss. The message
- 2

loss is represented as L¢ = A HX - X'H . The image loss £ mea-

sures the similarity between encoded image and the input image.
We use Ly loss and a GAN loss L loss with spectral normalization
[37] to preserve the visual quality of encoded image. The image

2 —
loss is represented as Ly = « HI - TH + BLG (I). The training loss

is the weighted sum of these loss components.

5 EXPERIMENTAL SETTING AND

IMPLEMENTATION
5.1 Data Preparation
5.1.1  GANs. In our experiments, we employ DeepFaceLab [39]

for identity swap, Face2Face [51] for face reenactment, STGAN
[34] for attribute editing, and StyleGAN [29] for entire synthesis,
since they achieved the state-of-the-art performance in DeepFake
creation. DeepFaceLab provides a framework for face swapping,
Face2Face can transfer facial expression to target image, STGAN
edits facial attributes (e.g., wearing eyeglasses, changing hair color)
in a fine-grained manner, StyleGAN can reconstruct a given face
and generate a new face.

5.1.2 Dataset. We employ CelebA-HQ [28] that is a public face
dataset consisting 30,000 facial images and contains several different
size facial images, such as 128 x 128, 512 X 512, and 1, 024 X 1, 024,
etc. In our experiments, we explore the effectiveness of FakeTagger
in tackling facial images with different input size.



5.2 Baseline

In evaluation, a straightforward idea to demonstrate the effec-
tiveness of our approach is compare with the conventional dig-
ital watermarking techniques as baseline like spatial-domain and
frequency-domain watermarking. However, in our initial experi-
ments employing LSB and DWT for digital watermarking, both of
them are all failed in recovering messages after the four types of
DeepFake manipulation. Thus, in our experiments, the baseline is
a deep learning based embedding technique without introducing
redundant message injection.

5.3 Evaluation Metrics

To evaluate the performance of FakeTagger quantitatively, we em-
ploy accuracy to measure the recovered message after GAN-based
manipulations. The accuracy indicates the full message retrieval
rate (FMRR). PSNR and SSIM are adopted for calculating the similar-
ity between the input and encoded facial images with FakeTagger.

5.4 Implementation

5.4.1 Encoder. Our encoder is trained to embed messages into
carrier images while preserving the perceptual similar to the input
carrier. Here, we use a U-Net [43] style architecture for receiving the
input carrier images and output an encoded three-channel image.
In our experiments, we explore different size of input carrier images
(e.g., 128128, 512 512) and different length of embedded message
(e.g., 20 bits, 30 bits, 50 bits). Furthermore, the embedded message
could be embedded in different levels in our encoder for achieving
better performance in recovering the message in the decoder.

5.4.2 Decoder. Our decoder is trained to retrieve the embedded
message from the encoded images that are the output of our encoder.
The decoder consists of seven convolutional layers with kernel
size 3 X 3 and strides > 1, one dense layer, and finally output the
decoded message with the sigmoid activation function. The size of
the decoded message is the same as the embedded message.

5.4.3 GAN simulator. In the white-box setting, we directly apply
DeepFaceLab, Face2Face, STGAN, and StyleGAN serving as the
GAN simulator. In the black-box setting, we employ a GAN sim-
ulator proposed in AutoGAN [65] to simulate the generation of
DeepFake transformation. More details refer to Section 6.1.

5.4.4 Channel coding. In general, any standard error correcting
code like low-density parity-check (LDPC) codes [45] for gener-
ating X’ in the message generator Xyen. However, LDPC need an
estimation of the length of noises which is not practical. Here, we
use NECST [6] for source and channel coding with a learning model,
which has no restriction on the noise length. Specifically, BSC is
adopted for training the channel distortion model and the input X
is randomly sampled. Specifically, our channel coding model is not
jointly trained with the Fep and Fgy,. to avoid co-adaption with
specific DeepFake manipulations, which results in overfitting.

5.4.5 Encoder and decoder training. The encoder and decoder are
jointly trained with randomly generated messages. The input im-
ages are collected from the public dataset CelebA-HQ. In training,
we use 4 different sizes input facial images to train the model to

explore the performance of FakeTagger in tackling input faces of
different sizes.

6 EXPERIMENTAL RESULTS

In experiments, our evaluation aims to answer the following three
research questions.

e RQ1: What is the performance of FakeTagger in recovering the
embedded messages in white-box and black-box settings with
different DeepFake manipulation.

e RQ2: Whether our FakeTagger is robust against the common
image transformation and perturbations, such as compression,
resizing, etc.

e RQ3: Whether the encoded image with embedded messages is
stealthiness to human eyes and preserve a good visual quality.

6.1 Effectiveness Results (RQ1)

In this section, we mainly explore the effectiveness of our proposed
FakeTagger in recovering the embedded message with four types of
DeepFakes. Four typical DeepFakes are adopted in our experiments
for evaluation, namely DeepFaceLab for identity swap, Face2Face
for face reenactment, STGAN for attribute editing, and StyleGAN
for entire synthesis are adopted for evaluation. Here, the length
of the message is set to 30 bits, the redundant message size is 150
bits. More experiments on exploring the performance of redundant
message size is presented in our ablation study in Section 6.4. Addi-
tionally, we conduct extensive experiments to illustrate whether the
introduced channel coding could help to improve the performance.

Effectiveness on White-box. Tab. 1 summarizes the perfor-
mance of FakeTagger in tackling with the three types of DeepFakes.
Experimental results shown that our FakeTagger performs well in
the identity swap and face reenactment which could be consider
as partial synthesis. The best result gives an accuracy 97.3% and
the worst result gives an accuracy 95.7%. However, the best result
of FakeTagger in entire synthesis is 95.2%. The main reason is that
the our FakeTagger is susceptible to the manipulation region and
entire synthesis involves more drastic manipulation than the partial
synthesis like identity swap and face reenactment. We also observe
that the size of the input image has a positive impact on perfor-
mance. Large size image can provide more space for embedding
message and can survive in GAN-based manipulation more easily.
Furthermore, the experimental results also tell us that injecting
redundant message can significantly improve the performance of
our FakeTagger in surviving various DeepFake manipulation.

Tab. 2 presents the performance of FakeTagger in dealing with
attribute editing by employing STGAN. The manipulated attributes
include removing hair into bald, adding mustache, wearing eye-
glasses, and changing into pale skin. Experimental results have
shown that our FakeTagger can perform well in the three former
attributes manipulation, but susceptible to the skin color changing.
The main reason is also that the manipulation region is larger and
the intensity is drastic than other three attribute editing.

The experimental results in Tab. 1 and Tab. 2 show that our Fake-
Tagger achieves an average accuracy more than 95% in message
recovering over the four types of DeepFake. These two tables also
tell us that our FakeTagger is sensitive to the region of manipula-
tion and the input image size. Additionally, the injected redundant



Table 1: Performance (FMRR) of FakeTagger on three types of DeepFakes in
white-box setting. R indicates that the message inject redundant messages
with channel coding, N denotes that the message without injecting any re-
dundant messages.

Image Size Identity Swap | Face Reenactment | Entire Synthesis

N R | N R | N
128 x 128 | 0.963 | 0.837 | 0.957 0.820 0928 | 0.736
256 X 256 | 0.969 | 0.840 | 0.961 0.831 0933 | 0.749
512x 512 | 0.973 | 0.859 | 0.968 0.833 0952 | 0.780
Average | 0.968 | 0.845 | 0.962 0.828 0.938 | 0755

Table 2: Performance (FMRR) of FakeTagger on attribute editing types of
DeepFakes in white-box setting. R indicates that the message inject redun-
dant messages with channel coding, N denotes that the message without in-
jecting any redundant messages. Manipulating the color of skin is the most
drastic one.

Image Size

bald mustache eyeglasses plain skin
| N R | N R | N R | N

128 x 128 0.975 | 0.849 | 0.983 | 0.850 | 0.971 | 0.852 | 0.968 | 0.842
256 X 256 0.981 | 0.852 | 0.988 | 0.850 | 0.973 | 0.855 | 0.969 | 0.847
512 X 512 0.983 | 0.856 | 0.991 | 0.861 | 0.978 | 0.861 | 0.973 | 0.848
Average 0.980 | 0.885 | 0.987 | 0.854 | 0.974 | 0.856 | 0.970 | 0.846

Table 3: Performance (FMRR) of FakeTagger on four types of DeepFakes
in black-box setting where the knowledge of DeepFake manipulation is un-
known. In attribute editing, the manipulated facial attribute is changing the
color of skin which is the most drastic facial attribute manipulation.

Image Size | Identity Swap | Face Reenactment | Entire Synthesis | Attribute Editing

128 X 128 0.857 0.872 0.901 0.883
256 X 256 0.878 0.877 0.912 0.889
512 X 512 0.895 0.891 0.920 0.897
Average 0.877 0.880 0.911 0.890

messages play a key role in improving the performance of our Fake-
Tagger, large input image size leading to better performance in
message recovering.

Effectiveness on Black-box. Tab. 3 presents the performance
of FakeTagger in dealing with four types of DeepFakes in total black-
box setting. Experimental results shown that FakeTagger gives an
average accuracy more than 88.95% on the four types of DeepFake
to demonstrate the effectiveness of our method in black-box setting.

Here, the GAN simulator simulates the GAN generation pipeline
and generates a simulated “manipulated” image, rather than em-
ploying the specific GAN models such as STGAN, StyleGAN for
image manipulation. The simulator is from AutoGAN [65] contain-
ing a generator G, and a discriminator O with /1 norm loss. In
the generator, the decoder contains up-sampling module such as
nearest neighbor interpolation with a general GAN architecture.
The output of the generator try to reconstruct the original image
which is similar to the original. Thus, our GAN simulator is more
like an entire synthesis.

According to our experimental results, the baseline reaches an
accuracy less than 60% in message retrieval in black-box setting
without obtaining any knowledge of the DeepFake techniques. In
the black-box setting, FakeTagger performs well in the entire syn-
thesis in compared with the other three DeepFakes. The main rea-
son is that our GAN simulator is more like entire synthesis by
reconstructing the input images. It would be more interesting to ex-
plore other GAN simulators like conducting fine-grained attribute
editing, which would be our future work.

In summary, experimental results demonstrate the effectiveness
of our FakeTagger in both white-box and black-box settings for
message retrieval across the four types of DeepFake transformation.
The experimental results also tell us that a large input image size and

Table 4: Image quality of the encoded images and input measured by PSNR
and SSIM. For PSNR and SSIM, the higher the better.

Metrics DeepFake

Identity Swap ‘ Face Reenactment ‘ Entire Synthesis ‘ Attribute Editing
PSNR T 32.45 33.78 35.21 34.70
SSIM T 0.931 0.939 0.948 0.942

less region manipulation has a positive impact on the performance.
Among the four types of DeepFake, entire synthesis would be more
changing due to the drastic manipulation introduced in compared
with the other three DeepFakes.

6.2 Evaluation on Robustness (RQ2)

In creating DeepFake videos, the manipulated images will be fur-
ther processed by numerous image perturbations like compression,
resizing, etc. In this section, we evaluated the robustness of Fake-
Tagger in tackling these image perturbations which are common
appeared in producing videos.

Fig. 4 presents the robustness evaluation results of FakeTagger on
four DeepFakes. In experiments, we employ four widely appeared
perturbations in creating DeepFake videos, namely compression,
resizing, blurring, and Gaussian noise. In experiments, the input
image size is 256 X 256, and the manipulated facial attribute is “mus-
tache”. In Fig. 4, the compression quality measures the intensity of
compression, range from 100 to 0. Blur means that the manipulated
images are added with Gaussian blur. The kernel standard deviation
is parameter for controlling the intensity of blur. In experiments,
the Gaussian kernel size to (3, 3). The scale factor in resizing is used
for controlling the size of an image. The variance is used for control
the intensity of added Gaussian noise.

Experimental results demonstrated the effectiveness of our Fake-
Tagger in tackling with the four perturbations. We find that Fake-
Tagger maintain a minor fluctuation range when the intensity of
perturbation increases such as compression rate, the portion of
resizing. Among the four types of DeepFakes, the entire synthesis
is more sensitive to the four perturbation attacks, especially in
the compression and adding Gaussian noises. Thus, our FakeTag-
ger could be well applied for real application in considering the
robustness against perturbations.

Our pioneering work leverages image tagging for defending
DeepFakes proactively. In the performance evaluation, we consider
the most strict case where all the bits are fully recovered. FakeTag-
ger will have an even broader application, more robustness, and
stronger resilience when partial errors could be tolerated in the
message retrieval.

6.3 Measuring the Stealthiness (RQ3)

In FakeTagger, the encoder outputs an encoded image with embed-
ded message. Ideally, the encoded images should be perceptually
similar to the input image. We use two different metrics, PSNR and
SSIM for measuring the distance between encoded image and input.
Result in Tab. 4 illustrates that our encoded image could maintain
high visual quality. The PSNR value for the four DeepFakes are
all large than 30dB, while the SSIM value for the four DeepFakes
are lager than 0.93. According to the experimental results in Tab. 4,
the entire synthesis achieved the best performance among the four
DeepFakes, due to that the entire synthesis exhibits less artifact.
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Figure 4: Robustness evaluation with four common degradations.

6.4 Ablation Study

In this section, we explore the impact of input and redundant mes-
sage size on the performance of FakeTagger in recovering message.

Capacity is an important factor for measuring the capability
of our FakeTagger in embedding message. A large capacity indi-
cates that the carrier can contain more information which could
represent a large number of UID in our work. The success of our
FakeTagger relies on introducing channel coding with redundant
message which could tolerate a certain extent errors and recover the
message correctly. Thus, in our work, we explore this two message
size on the performance of FakeTagger.

Fig. 5 shows the relation between the accuracy of FakeTagger in
recovering messages and the length of message on four DeepFakes
GANs. For the four types of DeepFakes, the input image size is
256x256 which is the most common size in sharing images on the
social networks. We select the mustache attribute with STGAN.
The redundant message size is 150 bits for all the input message.

Results show that the length of message has a negative impact
on the performance in recovering embedded message. FakeTagger
can achieve an accuracy of more than 95% on the four DeepFakes
when the size of input message is 20 bits and the redundancy rate is
750%. However, the accuracy reduces to less than 90% when the size
of embedded message is 45 bits and the redundancy rate is 333.3%.
Actually, the 30 bits of message can represent more than 1 billion
different UIDs and the 35 bits can represent more than 34 billion
UIDs, where the redundancy rate is 500%, and 428%, respectively.
We believe that message with the 30 bits or 35 bits is enough for a
social media platform to assign each user a specified UID.

6.5 Discussion

FakeTagger achieves achieves competitive results in terms of both
effectiveness, robustness and stealthiness on the four common Deep-
Fakes, including identity swap, face reenactment, attribute editing,
and entire synthesis. However, FakeTagger also exhibits some limi-
tations. First, in an adversarial environment, attackers could add
adversarial noises to disrupt our embedded message for DeepFake

AUC
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provenance, and there is a tradeoff between generating impercepti-
ble facial images and the success of disruption. Second, to survive
various drastic DeepFake manipulation, especially the GAN-based
transformation, our FakeTagger need to inject redundant messages,
which introduces computation costs and the large redundant mes-
sage has the potential to be observed by machine.

7 CONCLUSION

In this paper, we proposed FakeTagger that embeds messages into
the images for DeepFake provenance. To the best of our knowledge,
this is the first work that presents a new insight for fighting against
DeepFake from the perspective of privacy-preserving, which aims
to defend DeepFake proactively. Experiments on four common
DeepFakes including both entire synthesis and partial synthesis
(e.g., identity swap, face reenactment, attribute editing) demonstrate
the effectiveness, robustness, and stealthiness of our method in
embedding messages into facial images and recovering them from
facial images after drastic GAN-based transformation.

With the rapid development of Al-techniques, nobody can imag-
ine future advances in producing DeepFakes. We can confirm that
the DeepFake will become more and more realistic and everyone
could fall victim. However, detecting DeepFakes by observing the
artifacts in the synthesized images is obviously insufficient for pro-
tecting us against this Al risk. Our work poses a new insight for
fighting against DeepFakes proactively, instead of observing the
artifacts by leveraging domain knowledge in synthesized images
which could easily become invalid in unseen GANS.

Looking beyond DeepFake provenance tracking using the pro-
posed FakeTagger, it is worth exploring if the FakeTagger can
be used for the provenance tracking on other adversary modal-
ities such as non-additive adversarial attacks ranging from adver-
sarial weather elements such as rain [64] and haze [16], image
degradation-mimetic adversarial attacks such as adversarial expo-
sure [5, 52], vignetting [53], blur [19], color jittering [15], etc.
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